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Distributed Connectivity Preserving Target Tracking
With Random Sensing

Zhen Kan , Emily A. Doucette , and Warren E. Dixon

Abstract—A networked multiagent system is tasked to coop-
eratively track a mobile target, where agents experience random
loss of sensing due to occlusions resulting from the target mov-
ing in a complex environment. A directed random graph is used to
model the time-varying availability of the target states to agents,
where the connection of the directed edge in the graph is as-
sumed to be probabilistic and evolves according to a two-state
Markov Model. An almost sure consensus algorithm is developed
for all agents to achieve consensus on the target position. Due
to limited communication capabilities (i.e., the agents can only
communicate within a certain range), agent motion may result in
a disconnected communication network, leading to the failure of
consensus to the target states. Motivated to preserve the graph
connectivity of the position-dependent communication network, an
algebraic-connectivity-based distributed motion controller is de-
veloped to ensure that the communication network remains con-
nected during cooperative target tracking. Compared to existing
results, our approach allows agents to break existing links when
necessary as long as the algebraic connectivity remains positive,
which provides more motion freedom for agents in mission oper-
ation. Moreover, our approach only requires information exchange
within two-hop neighbors to preserve the network connectivity,
which eliminates the need of iterative estimation of the algebraic
connectivity.

Index Terms—Distributed control, network connectivity, random
graphs, target tracking.

I. INTRODUCTION

A networked multiagent system is tasked in the current work to co-
operatively track a mobile target in a complex environment (e.g., an
urban environment). The agents are able to estimate the target position
through local sensors (e.g., cameras or Lidar). However, such local sen-
sors can experience occasional failures and sensor measurements can
be interrupted due to occlusions, resulting in inconsistent observation of
the target. The lack of persistent sensing motivates methods that allow
agents to improve their estimates based on information exchange over
a wireless communication network. Since communication capabilities
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are limited (i.e., the agents can only communicate within a certain
range), a connected communication network based on the agents’ po-
sitions must also be available. Since the motion of agents can lead to
a partitioned communication network resulting in a permanent loss of
communication between agents, designing a cooperative motion con-
troller to preserve network connectivity is also practically motivated.

In consensus problems (cf., [1] and [2] and references therein), agents
are generally required to agree upon certain quantities of interest based
on local information exchange. In most consensus applications, dy-
namic agents interact with other team members over a directed or undi-
rected deterministic network, where it is assumed that the agents can
consistently share or exchange information. However, sensors could
experience random failures (e.g., the target can move out of the field-
of-view of the on-board camera) in practice, resulting in inconsistent
interaction among agents. Based on these potential issues, extensions
of classical consensus results to random networks is desired. In [3],
almost sure agreement is achieved over an undirected random network
if the links between any pair of agents are activated independently with
a common probability. For general directed random graphs, almost
sure consensus is developed in [4] and [5] with the assumption that the
existence probability of a strongly connected graph is nonzero. Nec-
essary and sufficient conditions for consensus are reported in [6] for
graphs that are generated by an ergodic and stationary random process.
A leader–follower containment control over directed random graphs is
developed in [7], where almost sure convergence of the followers’ states
to the convex hull spanned by the static leaders’ states is established.
When considering communication noise, mean-square-robust consen-
sus over a network with random packet loss is considered in the work
of [8] and stochastic consensus with Markovian switching topologies is
investigated in [9]. However, few existing results consider consensus to
a dynamic equilibrium point of interest (e.g., the time-varying target po-
sition) in the presence of occasional sensor failures. Hence, consensus
to a time-varying target position over random networks is motivated.

A comprehensive review of recent results on maintaining network
connectivity of mobile networks is provided in [10]. Potential-field-
based controllers are widely used in the works of [11]–[17] to preserve
the network connectivity, where every existing link remains connected
during mission operation. However, since agents are not allowed to
break the existing links, the mobility of agents can be constrained
when performing tasks. Based on the fact that a positive Fiedler value
λ2 (L) (i.e., the second smallest eigenvalue of the graph Laplacian
L) implies network connectivity [18], Laplacian eigenvalue spectrum-
based approaches are developed in results such as [19]–[24] to ensure
the network connectivity by either ensuring λ2 (L) remains positive
or maximizing λ2 (L). However, to obtain λ2 (L) , global information
is generally required to compute the graph Laplacian, which demands
significant communication bandwidth especially for the large-scale
networks. Motivated to compute λ2 (L) in a distributed manner, a
decentralized subgradient algorithm and a consensus-based iterative
approach are developed to estimate and maximize the algebraic con-
nectivity in [25] and [26], respectively. In [27], distributed estimation
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of Laplacian eigenvalues is developed based on constrained consensus
and non-convex optimization. Other representative results focusing on
preserving the network connectivity via distributed estimation of the
spectrum of graph Laplacian include [28]–[32].

In this study, motivated by the fact that agents could experience ran-
dom loss of target sensing, a directed random graph is used to model the
time-varying availability of the target states to agents, where the con-
nection of the directed edge in the graph is assumed to be probabilistic
and evolves according to a two-state Markov Model. Based on the graph
theory and the probability theory, almost sure consensus on the target
states is established, which allows each agent to dynamically estimate
the target states by only communicating with immediate neighboring
agents over a random network. In contrast to classical consensus re-
sults for deterministic networks, this study is applicable to cases where
only a subset of the agents is able to sense the target and such sub-
sets vary due to target motion and occlusions in the complex dynamic
environment. The distributed nature of the result also provides robust-
ness in the sense that occasional failure of any sensor will not lead to
failure of the consensus algorithm. Due to position-dependent limited
communication capabilities, a connected communication graph enables
information exchange among agents in cooperative target tracking. To
maintain connectivity of the communication graph, a gradient-based
distributed controller is developed to preserve the global network con-
nectivity by ensuring λ2 (L) remains positive during target tracking.
Compared to most graph Laplacian spectrum-based approaches where
global information is required to compute the graph Laplacian, our
approach is decentralized in the sense that only local information from
two-hop neighbors is used. Moreover, the iterative estimation of λ2 (L)
adopted in results such as [25]–[32] is eliminated in this paper. Instead,
our approach does not rely on estimation of λ2 (L) and can ensure
λ2 (L) will remain positive based on local two-hop information. More-
over, in contrast to results such as [11]–[15] where agent motion is
constrained by preserving every existing edge to ensure the global net-
work connectivity, our algebraic-connectivity-based approach relaxes
motion constraints by allowing the existing communication links to
break when necessary, thereby, reducing agent motion constraints.

II. PROBLEM FORMULATION

A network of N agents is tasked to cooperatively track a mobile
target moving along an unknown trajectory. Let k ∈ Z + represent the
discrete time index and tΔ ∈ R + be a sampling period. Each agent
moves according to the kinematics

xi (k + 1) = xi (k) + tΔ ui (k) , i = 1, . . . , N (1)

where xi (k) ∈ R2 denotes the position of agent i at the discrete time
instant k, and ui (k) ∈ R2 represents its control input.

Agents exchange information to estimate the target position and
perform cooperative tracking over a wireless communication net-
work, which is modeled by an undirected time-varying graph G (k) =
(V, E(k)), where the node set V = {1, . . . , N} represents the agents
and the edge set E (k) ⊂ V × V indicates the communication links be-
tween agents. Each agent is assumed to have a limited communication
capability that two agents are only able to communicate and exchange
information within a distance of R. Specifically, an edge (i, j) ∈ E ex-
ists if dij ≤ R where dij � ‖xi − xj ‖ ∈ R + . Note that the edge set
E(k) in the communication graph G (k) is time varying, since existing
edges could break when two agents move apart from each other (i.e.,
dij ≥ R) and new edges could be established if two agents move close
(i.e., dij < R).

Let the target be indexed as 0, and x0 (k) ∈ R2 denotes the target po-
sition at k. When considering the target, the time-varying graphG (k) is

augmented as a directed graph Ḡ (k) =
(V̄, Ē(k)

)
, where V̄ = V ∪ {0}

and Ē = E(k) ∪ {(0, i)}, where the directed edge (0, i) ∈ Ē with i ∈ V
in Ḡ indicates the availability of x0 to agent i. Since agents experience
random loss of target sensing (e.g., sensor occlusion), the set of agents
that can sense the target varies with time. To model random sensing of
the target, let there be a Bernoulli random variable δ0 i (k) associated
with the link (0, i) such that δ0 i (k) = 1 if the edge (0, i) exists at
k and δ0 i (k) = 0 otherwise. It is assumed that, for different sensing
links, each {δ0 i (k)} is statistically independent, and the random pro-
cess {δ0 i (k)} evolves according to a two-state homogeneous Markov
process1 with stationary state transition probability2 p

(0 , i)
0 ,1 > 0, which

indicates that Ḡ (k) changes randomly at the transition instant k and
remains constant over each interval [k, k + 1).

It is assumed that each edge (i, j) ∈ Ē is associated with a weight
wij ∈ R + , which is assumed to be known initially and indicates how
node j evaluates the information collected from node i. No self-loop
is considered, i.e., (i, i) /∈ Ē , and thus, wii = 0 ∀i ∈ V̄ . The adjacency
matrix Ā (k) = [āij (k)] ∈ R(N +1)×(N +1) for the augmented graph
Ḡ (k) is then defined as

āij (k) �
{

w0 i δ0 i (k) i ∈ V
wij i, j ∈ V.

(2)

Since Ḡ is a random graph from (2), Ḡ is drawn from a finite sample
space Ḡ′ = {Ḡ1 , . . . , ḠM }, where the size of Ḡ′ is determined by the
power set of V , i.e., M = |Ḡ′| ≤ 2|V|. All element graphs Ḡi ∈ Ḡ′,
i = {1, . . . , M}, are directed graphs, which share a common node set
V̄ and differ in the edge set due to the random adjacency matrix Ā.
If a directed graph contains a directed spanning tree, every node has
exactly one parent node except for one node, called the root, and the
root has directed paths to every other node. Let ḠT denote such a
directed spanning tree with node 0 (i.e., the target) as the root. Note
that, as long as at least one agent can sense the target (i.e., an edge (0, i)
exists), the augmented graph Ḡ(k) contains ḠT as its subgraph since
G(k) is an undirected graph. An objective in this study is to develop
a decentralized method to achieve consensus to the target position
over the random graph Ḡ(k). To achieve this objective, the following
assumption is made.

Assumption 1: The target moves sufficiently slow and an observa-
tion period o = mtΔ exists for m ∈ Z + such that with arbitrarily low
probability, no agent has observation of the target over the whole period
o. It is further assumed that Pr(∪k ′+m

k= k ′ Ḡ(k) contains ḠT ) > 0 for all
k′ ∈ Z + during any observation period o.

Assumption 1 implies that with sufficiently high probability, at
least one agent can sense the target over any observation period o.
Assumption 1 also implies that the velocity of the target is sufficiently
slower than the sampling rate of the sensor, which is generally practi-
cal, although may limit some applications. Requiring a sufficiently slow

1Since the edge state δ0 i (t) , i ∈ V , changes randomly between connection
and disconnection with continuous-time t, the random process {δ0 i (t)} is a
two-state, continuous-time, homogeneous Markov process. It is assumed that
the random processes {δ0 i (t)} do not change infinitely fast and the sampling
time tΔ is selected sufficiently small such that with arbitrarily high probability
δ0 i (t) = δ0 i (t + t′) if 0 ≤ t′ < tΔ for all i ∈ V . Provided that tΔ is suffi-
ciently small, the continuous time {δ0 i (t)} is discretized into {δ0 i (k)}, where
δ0 i (t) remains constant during the period tΔ and only changes randomly at
each transition instant.

2Since target tracking is performed in an unknown environment, stationary
transition probability is considered as a first attempt, which is predetermined
based on available environmental information (e.g., possible measurement oc-
clusions and sensor failures). Additional research will consider a more general
sensing model with dynamic state transition probability that accounts for the
time-varying relative positions between the target and agents and environmental
factors (e.g., measurement noise and occasional occlusions).
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target is motivated by the fact of limited sensing zone of each agent and
such a constraint can be relaxed if a larger sensing zone is applicable.
Assumption 1 will be true for the considered random process {δ0 i (k)}.
Specifically, since different edges {(0, i)} are statistically independent,
there always exists a nonzero probability that no agent is able to sense
the target at a given time instant k. However, Markov properties in
[33, ch. 6] indicate that the probability of staying at a state (e.g., the
worst-case scenario that no agent observes the target) over a period o
exponentially decreases with respect to the increase of o. Therefore,
a sufficiently long observation period o can be adopted such that at
least one agent can sense the target within the period o. The condition
Pr(∪k ′+m

k= k ′ Ḡ(k) contains ḠT ) > 0 for all k′ ∈ Z + in Assumption 1 is
mild since it only requires nonzero probability of the existence of ḠT

in the union of Ḡ(k), which will be true as long as one agent senses the
target during the period o.

Agents need to communicate over G(k) and coordinate their motion
to perform cooperative target tracking. Due to the limited communi-
cation capability, agent motion can partition the position-dependent
graph G(k), leading to permanent loss of communication and mission
failure. Therefore, another objective in this paper is to design a coop-
erative controller to perform target tracking while ensuring the global
connectivity of the graph G(k). Since wireless communication qual-
ity degrades with distance (e.g., path loss), the weight wij associated
with each edge (i, j) ∈ E in the communication graph G(k) is de-
signed as wij (k) = fw (xi (k), xj (k)), where fw : R + → [0, 1] is a
smooth nonlinear function. The function fw assumes a constant value
of one when the distance between two agents (i.e., dij ) is less than
the user-defined maximum threshold ρw < R, and decreases to zero
as dij → R. The Laplacian matrix L(x(k)) ∈ RN ×N associated with
G(k) is defined based on the pairwise interagent distance as

[L (x (k))]ij =

{ −wij (k) i �= j
∑

j �= i wij (k) i = j
(3)

where x (k) �
[
xT

1 (k) , . . . , xT
N (k)

]T
. Let λ1 (x(k)) ≤ λ2 (x(k))

≤ · · · ≤ λN (x(k)) be the ordered eigenvalues of L(x(k)). From
the definition of L(x(k)) in (3), it is well known from [18] that
λ1 (x (k)) = 0 with the corresponding eigenvector 1N (i.e., an N -
dimensional vector with all entries equal to 1), and λ2 (x (k)) > 0 if
and only if G(k) is connected. The one-hop neighbor set of node i is
denoted as Ni = {j| (i, j) ∈ E}. Since the graph G (k) is undirected,
i ∈ Nj indicates that j ∈ Ni ∀i, j ∈ V , i �= j.

III. TARGET ESTIMATION OVER RANDOM GRAPHS

Consider the random graph Ḡ (k), which consists of all agents and
the target. Let θi (k) ∈ R2 be agent i’s local estimate of the target
position, and θ0 (k) = x0 (k) denotes the target position at time k.
Note that the availability of target state θ0 (k) to the agents is time
varying due to random loss of target sensing. The stacked deterministic
estimates at k are denoted as θk � [θ0 (k) , . . . , θN (k)]T ∈ R2(N +1) .
Let Θk � [Θ0 (k) , . . . , ΘN (k)]T ∈ R2(N +1) be the corresponding
random variables of θk . Due to the potential random loss of target
sensing, each agent i ∈ V updates its estimate of the target position
according to

Θi (k + 1) = Θi (k) −
∑

j∈N̄i (k )

tΔ āij (k) (Θi (k) − Θj (k)) (4)

where the random variable āij (k) is defined in (2), and N̄i (k) �{
j ∈ V̄ | (j, i) ∈ Ē (k)

}
is the time-varying neighbor set of agent i

in Ḡ (k). Note that (4) is a stochastic system, and {Θk } is a random
sequence. Since the systems in (4) along different dimensions are de-

coupled, for the simplicity of presentation, Θi (k) will be treated as
a scalar in the subsequent analysis, where Θi (k) can be trivially ex-
tended to two dimensional states by using the Kronecker product.

In this section, almost sure consensus to the target position is estab-
lished for the agreement protocol in (4) over the random graph Ḡ (k).
Despite the random loss of target sensing modeled by {δ0 i (k)}, a con-
nected G (k) is necessary for agents to communicate to achieve consen-
sus. Since Section IV will prove that graph connectivity is preserved
for all k if G (0) is connected initially, the subsequent development in
Section III is based on a connected G (k).

Since θ0 (k) denotes the target position, cooperative estimation of
the target position is achieved if all local estimates of agents achieve
consensus (i.e., θ0 (k) = · · · = θN (k)). To capture the disagreement
of local estimates, let z (θk ) ∈ R be defined as

z (θk ) � max
i∈V̄

θi (k) − min
i∈V̄

θi (k) (5)

and let Zk ∈ R be the corresponding random variable of z (θk ) in (5).
To facilitate the subsequent convergence analysis, the definitions of

almost sure convergence and supermartingale in a probabilistic setting
are introduced.

Definition 1: [3] Let θ∗ be a state in the agreement space A =
{ c1N +1 | c ∈ R} ∈ RN +1 . The random sequence {Θk } in RN +1 al-
most surely converges to θ∗ , if

lim
k 0 →∞

Pr
{

sup
k≥k 0

inf
θ ∗∈A

‖Θk − θ∗‖ > ε

}
= 0 (6)

for every ε > 0, where Pr {·} denotes probability. Almost sure conver-
gence is also called convergence with probability one (w.p.1).

Definition 2: [33] Let (Ω, F , P ) be a measurable space. A filtra-
tion F0 ⊆ F1⊆ F2 . . . ⊆ Fn is an increasing subsequence of sub-σ-
algebras of F . A sequence of random variables Y (k) is adapted to a
filtration Fk if Y (k) is Fk -measurable for all k. The pair (Y, F) is
called a supermartingale if, for all k ≥ 0

E [Y (k)] < ∞ and E [Y (k + 1)| Fk ] ≤ Y (k) (7)

where E [Y (k)] denotes the expected value of the random variable
Y (k), and E [�|♦] denotes the conditional expectation of some �
under the condition of some ♦.

The supermartingale sequence {Y (k)} in (7) indicates that
limk→∞ Y (k) exists and is finite w. p. 1. In addition, the cur-
rent Y (k) provides an upper bound for the conditional expectation
E [Y (k + 1)| Fk ] on the next time instant k + 1. If the sequence
{Y (k)} is a nonnegative supermartingale with E [Y (k)] < ∞ in (7),
Y (k) converges w. p. 1. to a limit [34, ch. 8].

Lemma 1: Consider the random graph Ḡ (k) evolving according
to the defined two-state Markov model. Suppose that a sufficiently
long observation period o = mtΔ , m ∈ Z + is selected such that
Assumption 1 is satisfied. If the state θ (k) is updated according to
(4), the estimate disagreement is nonincreasing in every m steps (i.e.,
z (θk+m ) ≤ z (θk )).

Proof: The update law in (4) can be written in a compact form as

Θk+1 = TΘk (8)

where T = [Tij ] ∈ R(N +1)×(N +1) is the state matrix with diagonal
entries

Tii = 1 −
∑

j∈N̄i (k )

tΔ āij (k) (9)

and off-diagonal entries

Tij = tΔ āij (k) (10)
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if j ∈ N̄i and Tij = 0 otherwise. Since node 0 (i.e., the target) only
has outgoing information flow, ā0j = 0 ∀j ∈ V , which indicates that
T00 = 1 and T0j = 0. Provided the sampling time tΔ is sufficiently
small, the diagonal entries Tii in (9) are positive. The off-diagonal
entries Tij in (10) are nonnegative, and each row in T sums to one from
(9) and (10). Hence, according to the definition of convex hull,3 given
that Θi (k) = θi (k) where θi (k) is a deterministic state at time k, the
next time state θi (k + 1) for each agent i is a convex linear combination
of its current state θi (k) and its neighbors’ current states θj (k) for
j ∈ N̄i (k). However, there exists a nonzero probability that the target
cannot be sensed by any agent at a time instant k. By Assumption 1,
the target can be sensed during an observation period o composed of
m steps, if the observation period o is sufficiently long. Combined
with the fact that the target state θ0 is available in every observation
period o, the linear convex combination at each step indicates that θi

will not move outside of the convex hull formed by its own state and
its neighbors’ states, which implies that nonincreasing disagreement in
every m steps (i.e., z (θk+m ) ≤ z (θk )). �

Theorem 1: Consider the random graph Ḡ (k) evolving according
to the defined two-state Markov model and suppose that Assumption 1
is satisfied. Almost sure consensus to the target position is established
over the random graph Ḡ (k) if all agents follow the update law in (4).

Proof: Consider a time sequence Ok , k ∈ Z + , with Ok+1 −
Ok = o, where o = mtΔ is the observation period defined in As-
sumption 1. Given the disagreement z (θ (Ok )), consider a function
f (Ok+1 ) ∈ R as

f (Ok+1 ) = E [ z (Θ (Ok+1 )) − z (Θ (Ok ))|Θ (Ok ) = θ (Ok )]

= E [ z (Θ (Ok+1 ))|Θ (Ok ) = θ (Ok )] − z (θ (Ok )) .
(11)

In the aforementioned equation, the state θ (Ok ) evolves accord-
ing to (4) by following a sequence of m random graphs, where
each random graph stays constant for a period of tΔ . To capture
all possible sequences of the evolution from θ (Ok ) to θ (Ok+1 ), let
Ǧ′ =

{Ǧ1 , . . . , Ǧs

}
denote the finite set of all possible sequences over

[Ok , Ok+1 ], where s ∈ Z + denotes the size of Ǧ′ and each entry
Ǧi ∈ Ǧ′, i ∈ {1, . . . , s}, denotes a possible sequence that contains m
graphs (i.e., Ǧi ∈

∏m
j=1 Ḡ (j)). Let p̌i � Pr

(Ǧi ∈ Ǧ′) be the probabil-

ity of the occurrence of the sequence Ǧi in Ǧ′.
Given the definition of Ǧ′ and the associated probability for each

entry in Ǧ′, the conditional expectation in (11) is computed as

E [ z (Θ (Ok+1 ))|Θ (Ok ) = θ (Ok )] =
s∑

j=1

z
(
T̃j θ (Ok )

)
p̌j (12)

where T̃j =
∏m

i=1 Ti corresponds to the combined state transition
matrix associated with the sequence Ǧi in Ǧ′, and each Ti is the
corresponding state transition matrix in (8) for the random graph
at the ith period of tΔ within [Ok , Ok+1 ]. By Assumption 1,
Pr(∪k ′+m

k= k ′ Ḡ(k) contains ḠT ) > 0 indicates that at least one agent can
sense the target within [Ok , Ok+1 ], and there exists a sequence ǦT ∈ Ǧ′

such that the probability of the graph union in ǦT over [Ok , Ok+1 ] con-
taining a directed spanning tree ḠT is strictly greater than zero. Let p̌T

be the nonzero probability of the occurrence of the sequence ǦT in
Ǧ′. In [35], consensus is established over a switching graph provided
that the union of graphs frequently has a spanning tree, which indicates
that the disagreement decreases strictly if ǦT occurs frequently. Based

3For a set of points y � {y1 , . . . , yn } , the convex hull Co (y) is de-
fined as the minimal set containing all points in y, satisfying Co (y) �{∑n

i=1 αiyi

∣
∣yi ∈ y, αi ≥ 0,

∑n

i=1 αi = 1
}

.

on the fact that z(θ(Ok+1 )) ≤ z(θ(Ok )) in Lemma 1 and the nonzero
probability p̌T from Assumption 1, z(θ(Ok+1 )) < z(θ(Ok )) during
each observation period o, which indicates that f (Ok+1 ) < 0 in (11).
Therefore, the random sequence {Zk } is a supermartingale. Invoking
the Theorem 1 of Chapter 8 in [34] can prove that the disagreement
z(Ok ) → 0 almost surely. That is, all local estimates almost surely con-
verge to the agreement space A in Def. 1, which indicates almost sure
consensus θ0 (Ok ) = θ1 (Ok ) = · · · = θN (Ok ) as k → ∞. Note that
θ0 (Ok ) = x0 (Ok ), which indicates that all local estimates θi , i ∈ V ,
achieve consensus to the target position almost surely. �

IV. PRESERVATION OF NETWORK CONNECTIVITY

The consensus algorithm developed in Section III is based on a con-
nected communication graph G (k). However, due to communication
constraints, agent motion may result in a disconnected G (k) and failure
to achieve consensus on the target estimate. The objective in this section
is to develop a distributed motion algorithm for each agent i to maintain
the global connectivity of G (k) during target tracking by using only
local information from its two-hop neighbors. It is assumed that the
initial communication graph G (0) is connected. The developed control
strategy is based on the algebraic connectivity, where each agent moves
according to the information collected from its two-hop neighbors to
maintain the positive algebraic connectivity (i.e., global network con-
nectivity). Rather than restricting agent motion to maintain the network
connectivity by preserving every existing link, the developed control
algorithm allows agents to break the existing links when necessary,
which relaxes motion constraints.

A. Control Design

Let L (x (k)) and det (L (x (k))) =
∏N

i=1 λi denote the position-
dependent Laplacian of G (k) and its determinant, respectively. The
following lemma summarizes the results developed in [20].

Lemma 2: Let Xc = {x (k)| λ2 (L (x (k))) > 0} be the set
of agent positions corresponding to connected graphs. If
det

(
L (x (k)) + 1N 1T

N

)
is strictly positive, then G(k) is connected

(i.e., x ∈ Xc ).
Let Gi (k) be a local subgraph of G (k), which is composed of

agent i’s one-hop and two-hop neighbors and the associated edges and
Li (x (k)) be the graph Laplacian of Gi (k). Motivated by our previous
work in [14], a gradient-based approach is developed to preserve the
connectivity of Gi (k). Given a local graph Gi (k) composed of m ≤ N
agents, the potential function ϕi (k) : R2m → [0, 1] is designed as

ϕi (k) � γi (k)
(
γϑ

i (k) + βi (k)
) 1

ϑ

(13)

where ϑ ∈ R + is a tuning parameter, γi (k) is the goal function, and
βi (k) is the constraint function.

Based on the estimated target position θi (k), the target tracking
objective γi (k) : R2 → [0,∞) is encoded in (13) as

γi (k) � ‖xi (k) − θi (k) − ri‖ (14)

which aims to position agent i at ri , where ri ∈ R2 is the predetermined
relative position with respect to the target that gives the best sensing.

Since det
(
Li (x (k)) + 1m 1T

m

)
can be used as an indicator for the

network connectivity of Gi (k), the constraint function βi : R2m →
[0,∞) in (13) is designed as

βi (k) � tanh
(
det

(
Li (x (k)) + 1m 1T

m

))
. (15)

The key idea of designing βi in (15) is to treat the connectivity con-
straint as a virtual obstacle. Whenever Gi (k) is about to be discon-
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nected (i.e., det
(
Li (x (k)) + 1m 1T

m

) → 0), βi (k) achieves its min-
imum of 0. The hyperbolic tangent tanh (·) is used in (15) to penalize
more on the agent motion when the network is about to break (i.e.,
det

(
Li (x (k)) + 1m 1T

m

)
is close to zero), and provides more motion

flexibility for agents when the network is well connected based on the
saturation property of tanh (·) (i.e., the gradient of βi is close to zero
for a well-connected graph indicating that the agent will be mainly
driven based on the gradient of γi for target tracking with less motion
constraint on preserving the network connectivity).

Based on the designed potential function in (13), each agent i com-
putes a local solution x̂i ,j for its immediate neighbor j, as well as
itself, as

x̂i ,j (k + 1) = x̂i ,j (k) − KitΔ∇xj
ϕi (k) , j ∈ N∗

i (16)

where Ki is a positive gain, N∗
i � Ni ∪ {i} with Ni denoting the set

of one-hop neighbors of agent i in G (k), and ∇xj
ϕi (k) is the partial

gradient of ϕi (k) with respect to xj at time k. The local solution
x̂i ,j (k + 1) computed by agent i in (16) determines a potential next
movement of its one-hop neighbors j ∈ Ni and itself in Gi (k) such
that the connectivity of Gi (k) is preserved. For agent j /∈ N∗

i , x̂i ,j (k)
remains the same as the previous state. Note that the designed potential
function ϕi (k) has a similar form to our previous work [14]. Following
similar analysis in [14], based on the gradient of ϕi (k), agents will
move to minimize the goal function γi in (14) to perform the target
tracking while avoiding the virtual constraint βi in (15) to ensure the
network connectivity of Gi . Note that the computation of x̂i ,j (k + 1)
in (16) requires information from two-hop neighbors due to the local
Laplacian matrix Li (x (k)) in (15).

Motivated by (16) and the subsequent stability analysis, the con-
troller for agent i is

ui � 1
tΔ N

∑

j∈N∗
i

(x̂j,i (k + 1) − xi (k)) . (17)

The control strategy behind (17) is to let agent i’s one-hop neighbors
j ∈ N∗

i (including itself) compute a local solution based on (16) using
their local two-hop neighbors information, which are then averaged in
(17) to indicate the next movement of agent i so that the global network
connectivity is preserved.

B. Global Network Connectivity

Despite the local information used in (17), the following indicates
that the global connectivity of G (t) can be preserved. Substituting the
controller from (17) into the agent kinematics in (1) yields

xi (k + 1) = xi (k) +
1
N

∑

j∈N∗
i

(x̂j,i (k + 1) − xi (k)) (18)

where x̂j,i (k + 1) is obtained from (16). The Laplacian L (x (k + 1))
is constructed based on the updated agent positions xi (k + 1),
i∈ V , in (18), which can be approximated by L (x (k + 1)) based
on first-order Taylor expansions as in [19]. Particularly, each entry
[L (x (k + 1))]ij ,i �= j, is approximated as

[L (x (k + 1))]ij

= −wij (k + 1)

= −wij (k) − ∂fw

∂dij

(
∂dij

∂xi

Δxi (k + 1) +
∂dij

∂xj

Δxj (k + 1)
)

(19)

where Δxl (k + 1) � xl (k + 1) − xl (k) for l = i, j. Since
∂ d i j

∂ x i
=

− ∂ d i j

∂ xj
from the definition of dij � ‖xi − xj ‖ , (19) can be

simplified as

[L (x (k + 1))]ij = [L (x (k))]ij + [Ξ (Δx (k + 1))]ij (20)

where

[Ξ (Δx (k + 1))]ij � −cT
ij (Δxi (k + 1) − Δxj (k + 1)) (21)

where cij � ∂ fw
∂ di j

∂ d i j

∂ x i

∣∣
∣
xi (k ) ,x j (k )

. Hence, L (x (k + 1)) can be writ-

ten as

L (x (k + 1)) = L (x (k)) + Ξ (Δx (k + 1)) . (22)

Consider a graph G̃i (x̂i (k + 1)) built upon Gi (k) with
x̂i (k + 1) = [x̂i ,1 (k + 1) , . . . , x̂i ,N (k + 1)]T . The set of one-hop
neighbors j ∈ N∗

i in G̃i is updated according to (16), while the set of
nodes j /∈ N∗

i remains the same as x̂i ,j (k) . Similar to the derivation
of (22), replacing x (k + 1) with the local solution x̂i (k + 1) yields

L (x̂i (k + 1)) = L (xi (k)) + Ξ (Δx̂i (k + 1)) (23)

where the (i, j) entry of Ξ (Δx̂i (k + 1)) is

[Ξ (Δx̂i (k + 1))]ij = −cT
ij (Δx̂i ,i (k + 1) − Δx̂i ,j (k + 1)) (24)

where

Δx̂i , l (k + 1) = x̂i , l (k + 1) − xl (k) , l = i, j. (25)

Based on the development of the linearized graph Laplacian of the
augmented local graph G̃i (x̂i ), the controller in (17) can be proven
to ensure the algebraic connectivity (see Theorem 2). To facilitate the
analysis, two Lemmas are first established as follows.

Lemma 3: Given an initially connected local graph Gi (0), the local
solution computed from (16) preserves the network connectivity of
Gi (k), and implies that

L (x̂i (k + 1)) + 1N 1T
N > 0

where L (x̂i (k + 1)) ∈ RN ×N is a linearized Laplacian matrix of the
augmented local graph G̃i (x̂i ) in (23).

Proof: As stated in Lemma 2, a positive det
(
Li (x (k)) + 1m 1T

m

)

indicates a connected local graph Gi (k). Since βi > 0 in (15) implies
that det

(
Li + 1m 1T

m

)
> 0, if Gi (k) is about to be disconnected, then

βi will decrease to its minimum of 0, resulting in a maximum value
of the designed potential function ϕi (k) in (13). Since x̂i ,j evolves
according to the negative gradient of the potential field ϕi (k) in (16),
similar to our previous work in [14], no open set of initial conditions
can be attracted to the maximum value of ϕi (k). Hence, βi > 0 is
ensured and the network connectivity of Gi (k) is preserved.

Proving that L (x̂i (k + 1)) + 1N 1T
N > 0 is equivalent to showing

connectivity of the augmented graph G̃i (x̂i (k + 1)). From the def-
inition of G̃i , it is clear that the two-hop neighbors of agent i in Gi

and the agents outside of Gi remain stationary at k + 1, while only
agent i’s one-hop neighbors in Gi move according to (16). Therefore,
since Gi remains connected under (16), then G̃i (x̂i (k + 1)) remains
connected, which implies that L (x̂i (k + 1)) + 1N 1T

N > 0. �
Lemma 4: Given (21) and (24), the following equality holds:

Ξ (Δx (k + 1)) =
1
N

N∑

m =1

Ξ (Δx̂m (k + 1)) . (26)
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Proof: Using (18) and (21), each entry (i, j) of Ξ (Δx (k + 1)) ,
i �= j, in (26) can be expanded as

[Ξ (Δx (k + 1))]ij

= −cT
ij (Δxi (k + 1) − Δxj (k + 1))

= − 1
N

⎛

⎝
∑

j∈N∗
i

cT
ij (x̂j,i (k + 1) − xi (k))

−
∑

i∈N∗
j

cT
ij (x̂i ,j (k + 1) − xj (k))

⎞

⎠

= − 1
N

⎛

⎝
∑

j∈N∗
i

cT
ij Δx̂j,i (k + 1) −

∑

i∈N∗
j

cT
ij Δx̂i ,j (k + 1)

⎞

⎠ .

Based on (24) and (25), each entry (i, j) of the right-hand side of (26)
can also be expressed as

1
N

N∑

m =1

[Ξ (Δx̂m (k + 1))]ij

= − 1
N

N∑

m =1

(
cT

ij (Δx̂m ,i (k + 1) − Δx̂m ,j (k + 1))
)

= − 1
N

⎛

⎝
∑

m ∈N∗
i

cT
ij Δx̂m ,i (k + 1) −

∑

m ∈N∗
j

cT
ij Δx̂m ,j (k + 1)

⎞

⎠

where the facts that
∑

m /∈N∗
i
cT

ij Δx̂k ,i (k + 1) = 0 and
∑

m /∈N∗
j

cT
ij Δx̂k ,j (k + 1) = 0 from the definition of G̃i are used. �

Theorem 2: Based on the kinematics in (1) and the controller in
(17), the algebraic connectivity of the global graph G (k) , k ∈ Z + ,
remains positive, which implies that the communication graph is always
connected.

Proof: Based on the assumption that G (0) is connected initially,
the network connectivity of G is preserved if, provided a connected
graph G (k) , G (k + 1) remains connected for every k ∈ Z + . From
Lemma 2, the graph G (k + 1) is guaranteed to be connected, if
L(x(k + 1)) + 1N 1T

N is positive definite. Using (22) yields

L (x (k + 1)) + 1N 1T
N = L (x (k)) + Ξ (Δx (k + 1)) + 1N 1T

N .
(27)

Note that Lemma 3 shows that L (x̂i (k + 1)) + 1N 1T
N > 0 ∀i, which

implies that

1
N

N∑

i=1

(L (x̂i (k + 1)) + 1N 1T
N

)
> 0.

Substituting L (x̂i (k + 1)) from (23) yields

1
N

N∑

i=1

(L (x (k)) + Ξ (Δx̂i (k + 1)) + 1N 1T
N

)
> 0

which can be rewritten as

L (x (k)) + 1N 1T
N +

1
N

N∑

i=1

(Ξ (Δx̂i (k + 1))) > 0. (28)

Since Lemma 4 shows that Ξ (Δx (k + 1)) = 1
N

∑N
i=1 Ξ(Δx̂i

(k + 1)), then

L (x (k)) + Ξ (Δx (k + 1)) + 1N 1T
N > 0

Fig. 1. Group of eight agents is initially deployed in the workspace with
the goal of tracking the mobile target. The target is represented by a
square, and the sensors are denoted by dots. The solid lines connecting
agents indicate the interagent information exchange over the communi-
cation graph G, while the dashed lines indicate random failures in sensing
the target.

Fig. 2. Dashed line indicates the target trajectory, while the solid lines
represent the local estimates of each agent.

which implies that the global network connectivity of G(k + 1) is
preserved. �

V. SIMULATION

Numerical simulations are performed to illustrate the performance
of the consensus algorithm in (4) over the random graph Ḡ, and the
developed distributed algorithm for connectivity preservation of G in
Section IV. As shown in Fig. 1, a group of eight agents with initially
connected graph G is tasked to track a moving target. Each agent is as-
sumed to have a limited communication zone of R = 200 m. The solid
lines in Fig. 1 indicate available information exchange among agents
over the position-dependent communication graph G. Nodes {1,6} are
assumed to be able to sense the target initially and the set of agents
that can sense the target will be time varying evolving according to
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Fig. 3. Trajectories of the agents and the target, where “*” and the tri-
angle denote the initial position of the agents and the target, respectively.
The final position of the target and agents are represented by the dots
and square, respectively.

Fig. 4. Plot of algebraic connectivity (i.e., the Fiedler value) of the
communication graph G.

the Markov process defined in Section II. The dashed lines connecting
the target and Agents 1 and 6 are assigned a random probability to
model the random failures in sensing the target. Simulation results are
provided in Figs. 2–4. Fig. 2 indicates consensus to the target posi-
tion is achieved almost surely over the random graph Ḡ. The trajectory
evolution of the agents and the target are shown in Fig. 3, where the
triangle and “*” denotes the initial position of each sensor and the
target, respectively, and the square and dots denote their final position.
The dotted and solid lines in Fig. 3 represent the generated trajectories
of the sensors and the target. To show that the network connectivity is
preserved during the task, evolution of the algebraic connectivity of the
proximity graph (i.e., the Fiedler value λ2 ) is plotted in Fig. 4. Since
the Fiedler value is always positive, network connectivity is preserved.

VI. CONCLUSION

Almost sure consensus is established to enable agents to estimate
the target states over a random network where the agents experience
random loss of target sensing. Based on the algebraic connectivity,
a potential-field-based distributed motion control law is designed to
preserve the network connectivity during cooperative target tracking,
where only one-hop and two-hop neighboring information is required.
Despite the consideration of a single target in this study, future efforts

will focus on extending the current framework by allowing multiple
target tracking. Additional work will also consider extending the devel-
oped Markov process by taking into account various factors, e.g., the
relative positions between the target and agents, measurement noise,
and measurement qualities, for improved target tracking.
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